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CONTROL SYSTEM AND COMPONENT (TH2) - 6TH SEMESTER ETC 

Week No of Periods Allotted (60) Syllabus To be Covered 
1ST  1.Fundamental of Control System - 5P                           

1st 1.1 Classification of Control system  
2nd 1.2 Open loop system & Closed loop system and its comparison 
3rd 1.3 Effects of Feed back 
4th 1.4 Standard test Signals (Step, Ramp, Parabolic, Impulse 

Functions)  
2ND 1st 1.5 Servomechanism 

2. Transfer Functions - 8P 
2nd 2.1 Transfer Function of a system & Impulse response,  
3rd 2.2 Properties, Advantages & Disadvantages of Transfer 

Function  
4th 2.3 Poles & Zeroes of transfer Function 

3RD 1st 2.4 Poles & Zeroes of transfer Function  
2nd 2.5 Representation of poles & Zero on the s-plane 
3rd 2.6 Simple problems of transfer function of network  
4th 2.6 Simple problems of transfer function of network  

4TH 1st 2.6 Simple problems of transfer function of network  
3. Control system Components & mathematical modelling of physical System - 5P 

2nd 3.1 Components of Control System  
3rd 3.2 Potentiometer, Synchro, Diode modulator & demodulator  
4th 3.2 Potentiometer, Synchro, Diode modulator & demodulator  

5TH 1st 3.3 DC motors, AC Servomotors  
2nd 3.4 Modelling of Electrical Systems (R, L, C, Analogous systems)  

4. Block Diagram & Signal Flow Graphs (SFG) - 8P 
3rd 4.1 Definition of Basic Elements of a Block Diagram  
4th 4.2 Canonical Form of Closed loop Systems  

6TH 1st 4.3 Rules for Block diagram Reduction 
4.4 Procedure for of Reduction of Block Diagram  

2nd 4.5 Simple Problem for equivalent transfer function 
3rd 4.6 Basic Definition in SFG & properties  
4th 4.7 Mason’s Gain formula   

7TH 1st 4.8 Steps foe solving Signal flow Graph  
2nd 4.9 Simple problems in Signal flow graph for network  

5. Time Domain Analysis of Control Systems - 8P 
3rd 5.1 Definition of Time, Stability, steady-state response, 

accuracy, transient accuracy, In-sensitivity and robustness.  
4th 5.2 System Time Response  



8TH 1st 5.3 Analysis of Steady State Error  
2nd 5.4 Types of Input & Steady state Error(Step ,Ramp, Parabolic)  
3rd 5.5 Parameters of first order system & second-order systems  
4th 5.6 Derivation of time response Specification (Delay time, Rise 

time, Peak time, Setting time, Peak over shoot)  
9TH 1st 5.6 Derivation of time response Specification (Delay time, Rise 

time, Peak time, Setting time, Peak over shoot)  
2nd 5.6 Derivation of time response Specification (Delay time, Rise 

time, Peak time, Setting time, Peak over shoot)  
6. Feedback Characteristics of Control Systems - 6P 

3rd 6.1 Effect of parameter variation in Open loop System & Closed 
loop Systems 

4th 6.2 Introduction to Basic control Action& Basic modes of 
feedback control: proportional, integral and derivative  

10TH 1st 6.3 Effect of feedback on overall gain, Stability  
2nd 6.3Effect of feedback on overall gain, Stability  
3rd 6.4 Realisation of Controllers (P, PI, PD, PID) with OPAMP 
4th 6.4 Realisation of Controllers (P, PI, PD, PID) with OPAMP  

11TH 7. Stability concept& Root locus Method - 8P 
1st 7.1 Effect of location of poles on stability 
2nd 7.2 Routh Hurwitz stability criterion.  
3rd 7.3 Routh Hurwitz stability criterion.  
4th 7.3 Routh Hurwitz stability criterion.  

12TH 1st 7.4 Steps for Root locus method  
2nd 7.5 Root locus method of design (Simple problem)  
3rd 7.5 Root locus method of design (Simple problem)  
4th 7.5 Root locus method of design (Simple problem) 

13TH 8. Frequency-response analysis & Bode Plot -7P 
1st 8.1 Frequency response, Relationship between time & 

frequency response  
2nd 8.2 Methods of Frequency response  
3rd 8.3 Polar plots & steps for polar plot  
4th 8.4 Bodes plot & steps for Bode plots  

14TH 1st 8.5 Stability in frequency domain, Gain Margin& Phase margin  
2nd 8.6 Nyquist plots. Nyquist stability criterion.  
3rd 8.7 Simple problems as above  

9. State variable Analysis - 5P 
4th 9.1 Concepts of state, state variable, state model,  

15TH 1st 9.1 Concepts of state, state variable, state model,  
2nd 9.2 state models for linear continuous time functions (Simple)  
3rd 9.2 state models for linear continuous time functions (Simple)  
4th 9.2 state models for linear continuous time functions (Simple)  

 
 
 
 

 



 
1. Fundamentals of Control System 

1.1. Classification of Control System 
 
System: 

 A system is a combination of components (physical, biological or abstract) 
which together perform an intended objective. 

 A system gives an output (response) for an input (excitation). 
 
 

                             Input/ Output/ 
                                                                                                           
               Excitation Response 

 
 

 A system can be a collection of multiple subsystems. 
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 Example of Systems 

 Motor: 
Input: Electrical energy (Voltage) 
Output: Mechanical Energy (Torque) 

 Vehicle: 
Input: Acceleration/Deceleration 
Output: Displacement 

Control System: 
 A system which directs the input to other systems or regulates its output is 

called a control system. 
 Control system alters the response of a system as desired. 

 
 

System 

SS2 

SS4 

SS1 SS3 
 c(t) r(t) 

+ 
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r(t) c(t) 



 
         

 
   
 
 

 

 

 

Classification of systems: 
Some of the important classifications of systems are 

a. Linear and Non-Linear Systems 
b. Static and Dynamic Systems 
c. Time variant and Time invariant systems 
d. Causal and non-causal systems 

 

 

 
a. Linear System Non – linear system 

Output of the system varies linearly with input Output of the system does not vary linearly 
with time. 

Satisfies superposition and superposition 
principle. 

Does not satisfy superposition and 
superposition principle. 

Example: Resistor 

𝑹 =
𝑽

𝑰
 

Example: Diode 

𝐼 = 𝐼଴𝑒(
௤௏
௞்

ିଵ) 

 
 

b. Static System Dynamic System 
At any time, output of the system depends only 
on present input. 

Output of the system depends on present as 
well as past inputs. 

Memory less system Presence of memory can be observed 
𝒚(𝒕) = 𝒇(𝒖(𝒕)) 𝑦(𝑡) = 𝑓(𝑢(𝑡), 𝑢(𝑡 − 1), 𝑢(𝑡 − 2), . . . . . ) 

Example:  
Resistor 

𝑰(𝒕) =
𝑽(𝒕)

𝑹(𝒕)
 

Example: 
Inductor 

𝐼(𝑡) =
1

𝐿
න 𝑉(𝑡)𝑑𝑡

௧

଴

 

 

 

 

 

 

SS1 SS1 Desired 
Reference 

Control 
System 

To be 
Controlled 

Control 
Input 

Output 



 
C. Time variant Time invariant 

Output of the system is independent of the 
time at which the input is applied. 

Output of the system depends on the time at 
which the input is applied. 

𝒚(𝒕) = 𝒇(𝒖(𝒕)) ⟹ 𝒚(𝒕 + 𝜹) = 𝒇(𝒖(𝒕 + 𝜹)) 𝑦(𝑡) = 𝑓(𝑢(𝑡)) ⇏ 𝑦(𝑡 + 𝛿) = 𝑓(𝑢(𝑡 + 𝛿)) 
Example: An ideal Resistor 

𝑰(𝒕) =
𝑽(𝒕)

𝑹
⟹ 𝑰(𝒕 + 𝜹) =

𝑽(𝒕 + 𝜹)

𝑹
 

 

Example: Aircraft 
Mass of aircraft changes as fuel is consumed 
Acceleration, 𝑎(𝑡) =

ி(௧)

ெ(௧)
 

 
 

D. Causal System Non Causal System 
Output depends only on the inputs already 
received (present or past). 

Output depends on future inputs as well. 

Non anticipatory system. System anticipates future inputs based on past. 
𝒚(𝒕) = 𝒇(𝒙(𝒕), 𝒙(𝒕 − 𝟏), . . . ) 𝑦(𝑡) = 𝑓(𝑥(𝑡), 𝑥(𝑡 + 1), . . . ) 

Example: Motor or Generator Example: Weather forecasting system 
 

1.2. Open Loop and Closed Loop System 
 
Open Loop Control System: 
 

 It is a control system in which output has no effect on the controller action. 
 Example: Traffic Light, Washing Machine, Bread toaster etc. 

 

         
 

   
 
 

 

 Advantages: 
I. Simple design and easy to construct. 

II. Economical. 
III. Easy maintenance. 
IV. Highly Stable. 

 Disadvantages: 
I. Not accurate and not reliable when system parameters vary. 

II. Recalibration is needed in regular interval. 
Closed Loop Control System: 

 It is a control system in which controller action is affected by output. 
 Example: Automatic electric iron, Speed control of dc motor, Missile 

launching system 

 

 

Controller Plant/System Desired 
Reference 

Control 
Input 

Output 



 

         
 

   
 
 

 
 

 

 

 

 

 Advantages: 
I. Can operate efficiently even when system parameters vary. 

II. Less non-linearity effect of these systems on output. 
III. High bandwidth of operation 
IV. Provision of automation 
V. Time to time calibration of parameters is not required. 

 Disadvantages: 
I. Complex design 

II. More expensive 
III. Difficulty in maintenance 
IV. Less stable than open loop control system 

Comparison of open loop and closed loop control system: 

Basis for comparison Open Loop Control System Closed Loop Control System 
Definition It is a control system in which 

output has no effect on the 
controller action. 
 

It is a control system in which 
controller action is affected by output. 

Other name Non feedback system Feed back system 
Components Controller, Controlled Process Amplifier, Controller, Controlled 

Process, Feedback 
Construction Simple Complex 
Reliability Non reliable Reliable 
Accuracy Depends on calibration Accurate because of feedback 
Stability Stable Less stable 
Optimization Not possible Possible 
Response Fast Slow 
Calibration Difficult Easy 
System disturbance Affected Not affected 
Linearity Non linear Linear 
Example Traffic light, Automatic Washing 

machine, Immersion Rod, TV 
Remote 

Air Conditioner, Refrigerator, Toaster. 

Controller Plant/System Desired 
Reference 

Control 
Input 

Output 

Plant/System 

 

_ 

+ 

Error Signal 

Comparator 

Feedback Signal 



1.3. Effect of Feedback 
 Feedback system senses the plant (system) output and gives a feedback signal which  
         can be compared with desired refence. 
 Controller action changes based on the feedback signal. 
  Feedback enables the control system in extracting the desired performance from  
          the plant even in the presence of disturbance. 
 
 

 

         
 

   
 
 

 
 

 

 
 

 
 
 
 
Standard Negative Feedback System: 
 
 

 

 
 
 
 
 

 
 

 

 
 
 

 
 
𝐶(𝑠) = 𝐸(𝑠)𝐺(𝑠) ---------------(1) 
 
𝐵(𝑠) = 𝐶(𝑠)𝐻(𝑠) ---------------(2) 
 

Controller Plant/System Desired 
Reference 

Control 
Input 

Output 

Plant/System 

 

_ 

+ 

Error Signal 

Comparator 

Feedback Signal 

Disturbance 

G(s) r(t) 
R(s) 

c(t) 
C(s) 

H(s) 

 

_ 

+ 

e(t) 
E(s) 

b(t) 
B(s) 



𝐸(𝑠) = 𝑅(𝑠) − 𝐵(𝑠) ---------------(3) 
 
Put (2) & (3) in (1) 
 

𝐶(𝑠) = [𝑅(𝑠) − 𝐶(𝑠)𝐻(𝑠)]𝐺(𝑠) 
 
⟹ 𝐶(𝑠) = 𝑅(𝑠)𝐺(𝑠) − 𝐶(𝑠)𝐻(𝑠)𝐺(𝑠) 
 
⟹ 𝐶(𝑠)[1 + 𝐺(𝑠)𝐻(𝑠)] = 𝐺(𝑠)𝑅(𝑠) 
 

⟹
𝑪(𝒔)

𝑹(𝒔)
=

𝑮(𝒔)

𝟏 + 𝑮(𝒔)𝑯(𝒔)
 

 

 
Closed Loop Transfer Function (CLTF) of standard negative feedback control system 
is 

𝑻(𝒔) =
𝑪(𝒔)

𝑹(𝒔)
=

𝑮(𝒔)

𝟏 + 𝑮(𝒔)𝑯(𝒔)
 

 
And the CLTF of a standard positive feedback control system is 
 

𝑻(𝒔) =
𝑪(𝒔)

𝑹(𝒔)
=

𝑮(𝒔)

𝟏 − 𝑮(𝒔)𝑯(𝒔)
 

 
Sensitivity: 
 

𝑆 =

𝜕𝑇
𝑇

𝜕𝐺
𝐺

=
𝐺

𝑇

𝜕𝑇

𝜕𝐺ீ
்  

I.For -ve feedback system: 

 

𝑆 =
ങ೅

೅
ങಸ

ಸ

=
ீ

்

డ்

డீீ
் =

ீ
ಸ

భశಸಹ

డ

డீ
ቀ

ீ

ଵାீு
ቁ  

 

= (1 + 𝐺𝐻) ቂ
ଵ.(ଵାீு)ିீு

(ଵାீு)మ ቃ  

 

=
ଵ

ଵାீு
  

 

𝑺𝑮
𝑻 =

𝟏

𝟏 + 𝑮𝑯
 

 
II.For +ve feedback system: 

Similarly for standard positive feedback system, 



𝑺𝑮
𝑻 =

𝟏

𝟏 − 𝑮𝑯
 

Effect of feedback on control system: 

Due to feedback following factors of a control system are affected 

 Overall gain 
 Stability 
 Sensitivity 

Overall Gain: 

-ve feedback 
𝑻(𝒔) =

𝑪(𝒔)

𝑹(𝒔)
=

𝑮(𝒔)

𝟏 + 𝑮(𝒔)𝑯(𝒔)
 

Gain decreases 

+ve feedback 
𝑻(𝒔) =

𝑪(𝒔)

𝑹(𝒔)
=

𝑮(𝒔)

𝟏 − 𝑮(𝒔)𝑯(𝒔)
 

Gain increases 

 

Stability: 

 

𝑆𝑡𝑎𝑏𝑖𝑙𝑖𝑡𝑦 ∝ 𝐵𝑎𝑛𝑑𝑤𝑖𝑑𝑡ℎ  

𝐺𝑎𝑖𝑛 × 𝐵𝑎𝑛𝑑𝑤𝑖𝑑𝑡ℎ=Constant 

 

-ve feedback Gain decreases Bandwidth Increases Stability increases 
+ve feedback Gain increase Bandwidth decreases Stability decreases 

 

Sensitivity: 

-ve feedback 
𝑺𝑮

𝑻 =
𝟏

𝟏 + 𝑮𝑯
 

 

Sensitivity decreases 

+ve feedback 
𝑺𝑮

𝑻 =
𝟏

𝟏 − 𝑮𝑯
 

Sensitivity increases 

 

 

1.4. Standard test Signals (Step, Ramp, Parabolic, Impulse Functions) 
 

 Step Signal: 
 

 
 
 

 
 
 

t 

r(t) 

O 



𝑟(𝑡) = 𝐴𝑢(𝑡) 
 
where,  

             𝑢(𝑡) = ቄ
1,      𝑡 > 0
0,     𝑡 < 0

 

 
u(t) is the unit step signal. 
At t=0 there is no analysis as initial conditions are ignored. 
 

𝑅(𝑠) =
𝐴

𝑠
 

 
 Ramp Signal 
 

 
 
 
 

 
 

 

 
 
 
 

𝑟(𝑡) = 𝐴𝑡𝑢(𝑡) 

 

𝑅(𝑠) =
𝐴

𝑠ଶ
 

 
 Parabolic Signal: 

 

 
 
 

 

 

  

 
 

𝑟(𝑡) = 𝐴
tଶ

2
𝑢(𝑡) 

𝑅(𝑠) =
𝐴

𝑠ଷ
 

 

r(t) 

t 
O 

t 

r(t) 

O 



1.5.  Servomechanism 
Link for a simple servomechanism example: 
https://youtu.be/PMFDb3k9Gsw 
 
A servomechanism may be defined as a power amplifying device in which the 
amplifying element driving the output is actuated by the difference between the 
input to the servo and its output. 
 
Components of servomechanism 
 

I.  A controlled device 
II. An output sensor 

III. A feedback system 
 
 

 

 

 

 

 

 

 

 

 

  

 
 Servomechanism is an automatic closed loop control system. 
 The device is controlled by feedback signal generated by comparing output  

signal and reference input signal. 
 Here, the input command signal is electrical and the output is mechanical in 

nature. The output sensor (transducer in this case) converts the output into 
its equivalent electrical signal. 

 When the feedback signal (or error signal) signal becomes zero, the controlled   
system will produce no output to drive the shaft 
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